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For a long time, scienti ¢ and technical work has been focusd on production management,
which a ects both the correctness of the process and the costgenerated. One of the integral
elements of the production process management is energy, veh has an impact on the orga-
nization of work, operation of machines or production. Predcting the energy consumption
of smart facilities is crucial for implementing energy-e c ient management systems, the area
of this problem is a key aspect of smart grids whereby loads st be planned in real time.
One of the main tasks of intelligent systems is to optimize tle energy demand and costs
to maximize energy e ciency of the facility. According to fo recasting requirements, the fol-
lowing article presents several approaches to predictionfoenergy consumption models for
production engineering systems. The proposed models wer@apted and analyzed in terms
of their usability and were trained and validated with the use of real data collected from the
electrical installation of some company using the APA IPOE g/stem.

Keywords: Industry 4.0, arti cial intelligence, IPOE, production ma nagement, mechanical
engineering, production engineering

1. Introduction

Nowadays, economy and automation of production systems degnd on the available information
technologies. Today, Industry 4.0 (14.0) is not only a devebpment slogan but is an industrial
and academic activity. Countless companies and research ganizations have begun working on
this area with various aspects. Over the years, a standard hetbeen developed in which the 14.0
system requires interoperability between all areas in the ompany and management awareness of
the idea of running it (Bonilla et al., 2018; Wanget al., 2020). To achieve full integration, data
analyzed from each process is necessary, being a medium betm various production facilities
and activities (Tkachenko et al., 2019; Pollaket al., 2020). In an 14.0 factory, data is gathered and
tabulated to search valuable information, which can be captired and used to improve processes.
Although production of an 14.0 factory can not only be integrated, automated, predictable and
intelligent but also must be sustainable and renewable (Adauga et al., 2020; Podderet al.,
2020).

Analysis of mechanical and electrical signals is one of the ast important areas of sustainable
production development.

Global energy demand can be met by saving electricity, whichs important for production
planning as well as for improving awareness of electricity asts. Reducing energy consumption
is one of the necessary research goals for sustainable praiion in the 14.0 era. Technological
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innovations a ect energy consumption and management decisns regarding competitiveness of
productivity. Due to growing demand for methods of analyzing energy consumption, the article
attempts to solve the problems related to prediction of enegy, which is an integral part of the
development of a modern enterprise and is one of the most imptant aspects of the analysis of
production signals (Gruber, 2013; Lemeet al., 2020).

In a modern facility, data analysis can be performed using Itelligent Energy Consumption
Platform (IPOE) created by APA Group (APAGROUP-1, 2021). IP OE allows one to measure
parameters of the building energy system (i.e. total power)since which the current demand and
consumption can be analyzed to increase the e ciency of prodction engineering.

Power prediction in each time window is aimed at detecting ugcoming exceedances or anoma-
lies that result in nancial penalties imposed by the energy supplier or detection of upcoming
changes. Correct prediction can prevent damage to machines their temporary shutdown, which
has a direct impact on the continuity of production. The algorithms presented in the following
Sections are designed to predict the behavior of the testedignal in the near future. The design
of the algorithms enables analysis of any type of the signainechanical or electrical (Ptasinskiet
al., 2021). In the presented publication, the accuracy of the poposed methods was analyzed for
the electrical signal with the use of the IPOE platform. Whil e using the discussed methods for
mechanical signals, it is recommended to incorporate the NEACA4.0 system (APAGROUP-2,
2021).

2. Concise data analysis

To ensure the quality of a production process, it is necessgrto monitor the quality of electric-
ity supplying individual machines on the production line (B onilla et al., 2018; Gozciniak and
Wodarski, 2019). An adequately early response to the predied energy consumption is an espe-
cially important issue in production engineering due to themaintenance of continuous operation
of devices. As mentioned earlier, in the presented publicadbn, the accuracy of the proposed
methods was analyzed for the electrical signal with the use fothe IPOE platform, while the
NAZCA4.0 system is recommended when using the discussed ninetds for mechanical signals.
The predictive approach involves measuring the power enesgby a metering device located next
to the main energy meter (Fig. 1). The measurement data is cotinuously processed by appropri-
ate algorithms to carry out the energy consumption prediction process. Information about the
estimated consumption in 15 minutes is sent to the managemerpanel for further interpretation
of the production process.
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Fig. 1. Idea of the prediction system
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The prediction of active power consumption was carried out &r one of the factories, where the
IPOE platform aggregates data in the production facility. T he platform allows for the analysis
of data in real time, however, for the purposes of prediction data averaged over a minute cycle
was used, and the analysis was based on historical data fronb(1.2020-16.11.2020.

Figure 2 presents changes in the total active power over timelt could be stated that the
power consumption in the analyzed facility is cyclical, the production takes place on working
days, i.e., from Monday to Friday, which shows an increase irenergy consumption, and ceases
on non-working days, i.e., Saturday (e.g., 2020-11-07) an&unday (e.g., 2020-11-15), for which
the total active power does not exceed 100 kW.
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Fig. 2. Total active power in the assumed period of time
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Fig. 3. (a) Active power in terms of hours for each day of the wek; (b) maximum active power in
weekly terms for each hour of the day

Figure 3a shows the maximum value of the total active power dpending on the day of the
week for each hour, and Fig. 3b depending on the hour for eachay of the week. The increase
in energy demand can be seen on 0 { Monday, 1 { Tuesday, 2 { Wedrsglay, 3 { Thursday. A
decrease in the maximum active power on 5 { Saturday and 6th Smday con rms the correctness
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of the application for production on working days. The devigaion from the expected values on
Tuesday 2nd (low value of the maximum power), may be due to a poduction break (e.g.,
a maintenance break), and 11th of November is a free of work dain Poland. The greatest
demand for active power occurs from approx. 12 o'clock eachay, suggesting that the plant is
maximizing its production during these hours.

In the next step, a statistical analysis of the total active power in a selected time window
was performed. Figure 4 shows the number of appearances ofdividual values of the active
power. It should be concluded that the enterprise under nornal operating conditions consumes
no more than 100 kW of the active power. The low frequency of oaurrence of the maximum
power values leads to the conclusion that some of the devicese turned on only in certain cases
or during the start-up process. The device requires a signicant amount of power, and in the
work cycle the power demand is a dominant component (e.g., th process of starting the furnace
and operation in sustain).
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Fig. 4. Total active power histogram

Based on the statistical parameters (Table 1), it can be conluded that the average power
(median) is approx. 103 kW, the lower power quartile (Q1) is 61 kW and the upper one (Q3) is
194 kW. The negative value of the curtain informs about data dspersion around the average,
i.e., lack of concentration of the results, which is also commed in Fig. 4.

Table 1. Statistical analysis of the active power value in the assume time interval

Min power | 24.849 kW Std 76.641

Max power | 360.039 kW | Median 103.167 kW
Q1 64.894 kW | Kurtosis 0:8703304786
Q3 194.12kW | Mean 131.703 kW

The conducted analysis allowed for the conclusion that the ative power consumption in the
enterprise is seasonal in nature, which enables introduabin of regression methods to predict the
total value of active power in the enterprise.

2.1. Preparation of data for the prediction case

The idea of predicting energy consumption is based on the ussf historical data averaged over
a minute cycle, available in a given time window, see Fig. 2. © verify the prediction methods,
4 sets of training data were prepared. Each set create a feata vector with historical values as
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predictors and P;.+15 as the predicted value. The rst set contains only historical data prepared
in accordance with Fig. 5 (historic data of the active powerP; values of the last 5 minutes), the
second set is repetition of the rst one, but its values were mrmalized in the range 0-1.

| Pis | Poa | Pz | Pi2 | Pi1 | ! | Puis |
Fig. 5. Data preparation idea

Based on the time analysis of active power waveforms, it wasancluded that the information
about the minute, hour and day of the week of a given value may k important in the forecasting
process, so the next two training sets contain the indicatedtime information for each of the
features. According to the second set of data, time info vales were also normalized in range
of 0-1.

3. Regression methods

The main task of regression methods is to predict the energyni 15 minutes (Pi+15) based on the
features vector. Prediction may be possible because the ey consumption is cyclical, and with
adoption to the historical energy consumption, the proposé algorithm will be able to determine
a near future consumption. As a part of the analysis, 9 regreson methods have been proposed
and some of them will be discussed in this paper (the resultsfahe rest will be presented in
the summary of this paper). The following parameters were deermined for each of the proposed
models: analysis time,R? parameter, mean square error (MSE) and mean absolute errolJAE),
which together constitute the model evaluation parameters

3.1. Facebook prophet

Facebook prophet is a time series data forecasting tool badeon an additive model in which
nonlinear trends are adjusted to annual, weekly and daily sasonality and holiday e ects. It
works best with time series that have strong seasonal e ectand several seasons of historical
data. Prophet is immune to lack of data and trend changes. Prphet uses a decomposable time
series model with three main components of the model: trendseasonality and holidays (Daz
Redondoet al., 2020; Prophet, 2021)

y(t) = g(t) + s(t) + h(t) + e(t) 3.1

where g(t) is the trend, s(t) is the annual seasonality,h(t) is the weekly seasonality ande(t) is
noise. As in the generalized additive model (GAM), severalihear and nonlinear time functions
are tted as components. Forecasting the course of time is doe in the form of a \curve- tting
exercise", not by timing each observation. The advantage ofthis approach is the ability to
generalize the tool in the case of no or incomplete access tath. The prediction is performed
using two test sets containing real and normalized data. Theanalyzed set of total active power
values has been divided into subsets, i.e., training with 100 measurements and a test with
approx. 2000 measurements. Examples of values in the test dntraining sets are presented in
Table 2.

The division of data into a training set and a test set was alsgoresented graphically in Fig. 6,
where the red color represents the training set and the blueaor shows the power values in the
test set.

According to the fact that the load in the plant changes in a cyclical manner, the weekly
seasonality parameter was added to the prediction model. Th model is extrapolated to the
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Table 2. Division of data into training and testing sets

Training data Testing data
Time \ Power value Time \ Power value
2020-11-05 00:00:00 203.958000| 2020-11-15 00:01:00 32.714750
2020-11-05 00:01:00 202.560250| 2020-11-15 00:02:00 43.208333
2020-11-14 23:58:00 46.803583 | 2020-11-16 09:58:00 223.961583
2020-11-14 23:59:00 42.562333 | 2020-11-16 09:59:00 215.402417
Test
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Fig. 6. Division of real data into training and test sets

annual range, which informs that the periodic changes occurcyclically throughout the year.
After the algorithm learning process, the model evaluationparameters were determined:

{ Time of analysis 40s,

{ R2=0:86,

{ MSE =240kW,

{ MAE =14.5kW.
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Fig. 7. Value prediction error, blue color error { blue color represents the predicted value, red color {
the expected value

The model was checked in the prediction of future consumptia, which is presented in Fig. 7.
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Unfortunately, the prediction precision and model evaluation parameters are not satisfactory,
and it can be assumed that the proposed approach with the Propet tool incorrectly forecasts
the required power value.

3.2. XGBoost

The second part of the proposed regression algorithms use t#acontained in the proposed
4 sets. The analysis started with regression using the Extmme Gradient Boosting (XGBoost)
tool, which is e ective implementation of gradient increasing for regression and classi cation
problems. XGBoost can also be used for time series forecasgj, but the following data need to
be transformed into a supervised learning problem (Fig. 5).This method considering both nor-
malized and non-normalized data. Calculated model evaluabn parameters for shorter features
sets are:

Without normalizing:
{ Time of analysis 180s,
{ R?=0:857,
{ MSE =225kW,
{ MAE =9.65kW.

After the normalization process:
{ Time of analysis 180s,
{ R?2=0:872,
{ MSE=201kWw,
{ MAE =8.86 kW.

Regardless of the historical data whether the values have ke normalized or not, the ac-
curacy of the mapping does not exceed 90%, the mean value of éhabsolute error for both
approaches is approx. 9 kW. In comparison with the previoust discussed method, the analysis
time is doubled. Figure 8 shows the di erence between the expcted power value and the values
determined by the algorithm for the veri cation data.

In the second step, the regression model was determined fonaexpanded feature set (with
date information). After the learning process, the model ewaluation parameters were calculated:

Without normalizing:
{ Time of analysis 180s,
{ R?2=0:872,
{ MSE =202 kW,
{ MAE =9.44 kW.

After the normalization process:
{ Time of analysis 180s,
{ R?2=0:886,
{ MSE =180kW,
{ MAE=8.81kW.

XGBoost evaluation parameters allow one to conclude that the increasing of the number of
features a ects the accuracy of the mapping and reduces the man error of the active power.
However, analyzing Fig. 9, it should be stated that the modelincorrectly determines the extreme
values (power values greater than the average value), whicls unacceptable from the perspective
of the analysis of power exceedances in the platform.
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Fig. 8. The di erence of the value predicted with the use of XGBoost, green color { the value after the
normalization process, red color { the value not taken into acount normalization, yellow color { the
expected value
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Fig. 9. The di erence of the total active power. Prediction with the use of XGBoost { the green color,
red color { values without normalization, yellow color represents the expected value

3.3. Genetic polynomial regression model

The concept of the regression method assumes determinatiasf a polynomial the arguments
of which are the selected features, i.e., historical poweralues with a time stamp. The task of
the genetic algorithm is to select polynomial coe cients in order to maximize the accuracy of
power prediction (Temich et al., 2018). The polynomial approximating the space of featurs to
the space of solutions is of the form
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XX «
Pz = aznkFy™ + by (3.2)
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where F! are successive features of the input vectora;x and b, are polynomial coe cients
determined using the genetic algorithm (AG), N { number input features (in the analyzed case
N = 20).

On the basis of the research, a second-order polynomial waggposed, i.e.,K = 2. In the
evolutionary process, the genetic algorithm was designedot minimize the objective function

Fc=1 R? (3.3)

Due to the properties of the algorithm for searching for the minimum value of the objective
function, the proposed function is the inverse of theR? parameter (measure of the function t),
as a result of which minimizing the value of the objective furction will result in maximization
of the function shape t. Additionally, the algorithm param eters are:

{ Population size = 200,
{ Number of generations = 20,000.

After the set number of generations was completed, the gen&t algorithm completed its
operation by determining values of the coe cients a;nx and b, (3.2). Based on the obtained
mapping function, the model evaluation parameters were detrmined:

{ Time of analysis approx. a day,
{ R2=0:91,

{ MSE =145 kW,

{ MAE=11,22 kW.

The R? of the method is 91%, which means that the proposed approachsione of the best
from the presented. The disadvantage of using the genetic gbrithm is the long time for reaching
a solution (in the presented case, this time was approximatly 24 hours). However, due to the fact
that the algorithm performs optimization in the pre-test st age, the learning time is not taken into
account. By using AG for prediction, a polynomial is created which requires basic mathematical
operations (multiplication and addition) for the process of determining the predicted value, so
this approach is fast and the time of determining the value isnegligible.

The disadvantage of the presented solution is the ability torapidly jump in the value, Fig. 10.
A solution to this problem is to increase the degree of the pginomial (e.g., to a 4th or 5th order
function). A problem that can also be solved by increasing tke order of the polynomial is the
time shift of the predicted value.

3.4. Evolutionary polynomial regression model

In addition to the genetic algorithm, evolutionary algorit hms also include di erential evolu-
tion (Temich et al., 2019). The construction of the function mapping the featue vector to the
expected value of active power is the same as (3.2). The setemn of the polynomial coe cients
of the mapping function using DE takes place in the population of P individuals, each of which
retains an NK + 1 real numerical value, i.e., each individual contains thenumber of coe cients
equal to the number of vector featuresN and the polynomial degreeK . When creating the
initial population, the coe cients for k = 1 get the value obtained from the standard multiple
regression algorithm (Lasiet al., 2014). The remaining factors (i.e.,k > 1) are determined ran-
domly. The objective function is to minimize the di erence b etween the average value and the
current value of the designated functional. The DE algorithm is run for individuals for which
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Fig. 10. The di erence of the value predicted with the use of GA for data containing time stamps, color
green { the value after the normalization process, yellow clor { the expected value

each genotype is constructed. To obtain a new individual, tke parent genotype G; is crossed
with &;, calculated as follows

Gi=G+wGy G)+@ w)G1 Gi2) (3.4)

where Gy is the best genotype found in previous iterations,G,1, G, are randomly determined
genotypes. Thew parameter is a weight to balance the recombination levels wh the specic

parts. During the crossing operation, the original genes ca be replaced with new ones with a
mutation probability of 0.5.

Based on the research, a third-order polynomial was proposki.e., K = 3. In the evolutionary
process, the di erential evolution algorithm was supposedto minimize the objective function
which was identical to the function introduced for genetic dgorithm (3.3). Additionally, the
algorithm parameters were introduced:

{ Population size = 2000,
{ Number of generations = 2000.

After the set number of generations was completed, the DE algrithm completed its operation
by determining values of the coe cients a,nk and b, (3.2). Based on the obtained mapping
function, the model evaluation parameters were determined

{ Time of analysis = approx. a day,
{ R2=0:93,

{ MSE =140 kW,

{ MAE =10.52 kW.

The increasing of the degree of the regression polynomial selts improves the accuracy of
the mapping function by 2 percentage points R? is higher). Compared to the genetic regression,
both the mean and absolute error values have been reduced. Eitime of the di erential evolution
operation was also 24 hours, but as in the GA testing time is nba critical parameter because
the learning process is performed at the pre-test stage.
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According to Fig. 11, it should be stated that the algorithm largely adjusts to the expected
values but does not reach the peak ones. A solution to this prolem is to increase the degree of
the polynomial to follow the curve more accurately. In the di erential regression, a time shift
problem arises which, as suggested for the genetic algorith, can be solved by increasing the
order of the polynomial.
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Fig. 11. The di erence in value mapping, predicted DE for data including time stamps for the shorter
time window

4. Summary

This article is aimed at validating various methods of predicting future signal behavior. The
analysis was performed in the case of the total active powemi a company in order to improve
the quality of production management, prevent production outage and machine damage.

The presented solutions use methods from the area of Machinesarning (Park and Son, 2021,
Chen et al., 2020; Santra and Lin, 2020), i.e. genetic algorithms, radom forests or SARIMA
model (Papalexopoulos and Hesterberg, 1990). As a part of gnwork, 13 prediction methods were
proposed, four of them were discussed more precisely. To riew the usage of the methods in more
detail, in addition to those discussed, the following were &0 examined: ARIMA/SARIMAX,
decision trees (Soutulloet al., 2020), ensemble regression (Gawin, 2017; Aslamt al., 2020),
Gaussian regression (Vassalet al., 2020; Lubbeet al., 2020), arti cial neural networks in feed
forward structure (Temich et al., 2018) and LSTM structure (Aslam et al., 2020; Skrobeket al.,
2020). Every method was compared in accordance with evaluan parameters, which consisted
of values of the degree of t (R2), mean error (MSE) and absolte error (MAE). A collective
comparison of the results obtained for each of the methods ipresented in Table 3.

Based on the obtained results, it can be stated that the most acurate prediction was obtained
for the SARIMAX method, the evolutionary and genetic regression model, and the Gaussian
process. The advantage of the SARIMAX method is the greatestegree of curve adjustment to
the expected values as well as the time of the algorithm learing process. The use of a genetic
or evolutionary regression model o ers more exibility despite the long learning time, another
advantage of this two is the ease of implementation in any envonment. Despite achieving a high
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Table 3. Summary of the results obtained for each of the introduced m#ods

\ Method | R? | MSE | MAE |
Prophet 0.86| 240 | 145
SARIMAX 0.97| 178 9.8
XGBoost 0.89| 180 | 8.8
CatBoost 0.87| 203 9.5
Fine tree 092 | 224 | 11.2
Ensemble regression 0.95| 140 8.4
Gaussian proces regression 0.97 | 100 7.5
Genetic model (GA) 091| 145 | 11.2
Evolutionary model (DE) 0.93| 140 | 10.5
Feed Forward Network 0.85| 240 | 11.7
LSTM 0.83| 266 | 12.6

t, the Gaussian process is a dedicated method and leada to aisk for dependencies (waveforms)
that do not show periodicity (i.e., in other companies), which may cause that the accuracy of
the prediction will be far from the expected.

In summary, the performed analysis of the results obtained dr the best of the methods
presented, the implementation decision should be made be®en the SARIMAX method and
the GA or DE model. However, one should be aware that these sotions are not universal
due to the unigue nature of each enterprise and require an inigidual approach to maximize
production e ciency.

The structure and universality of the proposed algorithms enable their use on any type of
electrical or mechanical signals. The presented article siws possibility of application to energy
consumption prediction, whereas the study includes accurey analysis for the vibration signal,
the results of which will be published in the near future. The development of appropriate signal
optimization algorithms is required to implement changes n modern plants in order to increase
e ciency and introduce savings in production processes. The proposed algorithms, together with
human experience, greatly facilitate enterprise managem# and constitute an integral part of
the development of enterprises in the future that t into the idea of Industry 4.0.
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