STUDY OF THE ANTI-PLANE PROBLEM OF A DUGDALE-BARENBLATT CRACK IN A WELDED STRIP USING THE INTEGRAL EQUATION METHOD
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The elasto-static anti-plane problem of a Dugdale-Barenblatt crack in a welded infinite strip is formulated in terms of a singular integral equation (SIE). The weld joint is modeled as a tri-material structure: the weld metal (WM), the base metal (BM) and the heat-affected zone (HAZ). The HAZ is modeled with an exponentially variable shear modulus. The SIE is solved using Tchebychev polynomials. The influence of the elastic mismatching (the ratio between the shear modulus of WM and BM) and width of the HAZ on the fracture load and on the crack propagation is investigated.
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1. Introduction

Weld joints are considered as non-homogeneous structures in the fracture mechanics modeling. This non-homogeneity is due to variable elastic and mechanical properties across the joint. These structures are, in some cases, modeled as a bi-material structure taking into account the weld metal and the base metal only (Hao et al., 1997; Zhang et al., 1997a; Burstow et al., 1997; Rakin et al., 2008; Donato et al., 2009). In other cases, they are modeled as a tri-material structure with, in addition, the heat affected zone (HAZ) (Zhang et al., 1997b; Ranestad et al., 1997; Hao et al., 2000; Negre et al., 2004). In some special cases, they are modeled as a four-material structure with, in addition, the fusion inter-diffusion zone (Li et al., 2008).

Several papers treated the problem of a crack in a weld joint. Using the finite element method, Hao et al. (1997) studied the effect of strength mismatch on the limit load, and Donato et al. (2009) on the crack driving forces (J-integral and crack tip opening displacement CTOD). The effect of strength mismatch (the ratio between the strength of the HAZ and the weld metal WM) on the stress and strain fields near the crack tip was studied using both the slip-line field method and the finite element method in (Burstow et al., 1997; Zhang et al., 1997a; Hao et al., 2000; Rakin et al., 2008). Negre et al. (2004) carried out a finite element analysis to study the effect of strength mismatch on the applied load versus the crack driving force (in term of CTOD). Using an integral method, Li et al. (2008) investigated the effect of elastic mismatch on the computed stress intensity factor of a crack in the weldment.
This study is performed in the framework of the revisited Griffith theory (Francfort and Marigo, 1998) for brittle fracture. The Dugdale-Barenblatt model and the crack propagation criteria are established using an energy minimization principle with a surface energy density of Barenblatt type (Ferdjani and Marigo, 2015).

The propagation of a Dugdale-Barenblatt crack has been studied for different types of structures and loadings. For mode I case, Ferdjani et al. (2007) studied a crack in an infinite isotropic medium under uniform traction. For mode III case, Ferdjani (2008, 2013) and Ferdjani et al. (2009) considered a crack in a semi-infinite isotropic medium in an infinite isotropic strip, and at the interface of a strip and a half-plane constituted of different isotropic materials under uniform anti-plane shearing, respectively. For the mixed mode case, Ferdjani and Marigo (2015) studied a crack at the interface of a strip and a half-plane constituted of the same isotropic material under uniform traction. In the present paper, the anti-plane problem of a welded strip containing a Dugdale-Barenblatt crack parallel to its boundaries is studied.

The paper is organized as follows. The Dugdale-Barenblatt model is presented in Section 2. In Section 3, the studied structure is depicted and the crack propagation criteria presented. In Section 4, the singular integral equation is deduced and the resolution method exposed. Section 5 is devoted to a parametric study of the problem.

2. The Dugdale-Barenblatt model

In this model, the surface energy density \( \Phi \) depends on the sliding displacement jump across the crack, unlike the Griffith model in which it is assumed to be constant (Fig. 1b). When assuming that the sliding of the crack is in mode III, the surface energy density is defined as

\[
\phi([w]) = \begin{cases} 
\frac{1}{\delta_c} G_c [w] & \text{if } [w] \leq \delta_c \\
G_c & \text{if } [w] > \delta_c 
\end{cases}
\] (2.1)

where \([w]\) denotes the value of the sliding displacement jump in mode III, \( G_c \) is the critical energy release rate and \( \delta_c \) is an internal length characteristic of the cohesive models. The ratio \( G_c/\delta_c \) has the dimension of stress, and the critical stress of the material \( \tau_c \) is given by

\[
\tau_c = \frac{G_c}{\delta_c} \] (2.2)

In terms of the cohesive forces, the tangential stress of interaction between the crack faces is equal to \( \tau_c \) as long as the sliding \([w] \leq \delta_c \), and disappears as soon as \([w] > \delta_c \). Therefore, the crack faces are generally divided into two zones: the cohesive zone in which the cohesive forces are equal to \( \tau_c \) and the non-cohesive zone in which there are no cohesive forces.
3. The studied structure

The studied structure is an infinite strip \( \Omega = (-\infty, +\infty) \times (-h, h) \) containing a centered initial crack \( D = [-l_0, l_0] \times \{0\} \) of length \( 2l_0 \), parallel to its boundaries (Fig. 1a). The non-homogeneous layer \( \Omega_2 \) represents the heat affected zone (HAZ). The homogeneous layers \( \Omega_1 \) and \( \Omega_3 \) represent the weld metal (WM) and the base metal (BM), respectively. Because of the symmetry with respect to the \( x \) axis, only the upper half of the structure is modeled. The crack faces are submitted to a uniform anti-plane shear load \( \tau_\infty \) increasing from 0, and the body forces are neglected. \( \mu_1 \) and \( \mu_3 \) are, respectively, the shear modulus of the homogeneous layers \( \Omega_1 \) and \( \Omega_3 \). The shear modulus of the non-homogeneous layer \( \mu_2(y) \) varies exponentially with the \( y \) direction, and the elastic properties are continuous through the interfaces. This variation is given by

\[
\mu_2(y) = A e^{\beta y}
\]

where

\[
\beta = \frac{1}{h_2} \ln \frac{1}{R} \quad A = \mu_1 \left( \frac{1}{R} \right)^{-\frac{h_1}{h_2}} \quad R = \frac{\mu_1}{\mu_3}
\]

and \( \beta \) is the non-homogeneity parameter, the ratio \( R = \mu_1/\mu_3 \) is referred to as the mismatch ratio.

3.1. Crack growth

The crack is assumed to propagate along the \( x \) axis (at \( y = 0 \)) in a symmetrical manner starting from the points \((\pm l_0, 0)\). Thus, we denote by \( \Gamma \) the created crack, and the positions \( x = \pm l_a \) correspond to its limits

\[
\Gamma = (-l_a, -l_0] \times \{0\} \cup [+l_0, +l_a] \times \{0\}
\]

The crack evolution follows the Dugdale-Barenblatt model. In other words, the crack faces \((-l_a, -l_0)\) and \((+l_0, +l_a)\) (of the axis \( x_2 = 0 \)) can be divided into two parts:

- The first, close to the crack tip and named the cohesive zone, is subjected to the constant shearing cohesive forces of intensity \( \tau_c \).
- The second, named non-cohesive zone, close to the initial crack, without cohesive forces.

These two zones are separated by the limit points \( x_1 = \pm l_c \). Note that the values of \( l_a \) and \( l_c \) depend on the value of the remote loading \( \tau_\infty \), with hypothesis \( l_a \geq l_c \geq l_0 \). At the beginning of loading, we have the initial conditions: \( l_a = l_c = l_0 \).

In the present case, the crack growth follows two phases: the cohesive crack phase and the propagation phase (Fig. 2). Different criteria of the initiation and propagation of these zones were deduced by Ferdjani et al. (2009) from an energy minimization principle. They are presented in the following Sections without demonstration.

Fig. 2. Evolution of the crack during loading: (a) cohesive phase, (b) propagation phase
3.1.1. Cohesive crack phase

When $\tau_\infty > 0$, a new crack must appear such that the maximum shear stress in the structure remains below the critical value $\tau_c$. As a result, Mode III stress intensity factor $K_{III}$ must be equal to zero at the tip of the crack. At very low values of the loading, the size of the crack is sufficiently small so that the sliding $|w|$ becomes everywhere smaller than the critical value $\delta_c$ of the Dugdale-Barenblatt model. Consequently, the faces of the newly created crack $\Gamma$ are submitted to the cohesive forces of intensity $\tau_c$.

The tips $x = \pm l_a$ advance such that the stress level is never above the critical value $\tau_c$ in the structure. This implies that the stress is not singular at the front of the crack. As a result, the law governing the evolution of the crack tips at $\pm l_a$ with the loading corresponds to

$$K_{III}(\pm l_a) = 0 \quad (3.3)$$

This phase finishes when the sliding at $x = \pm l_0$ attains the critical value of $\delta_c$. At that moment, a non-cohesive crack appears. The corresponding load will be called the fracture load, and is defined as

$$\tau_r = \sup \{\tau_\infty > 0 : |w|\lvert (l_0) < \delta_c \} \quad (3.4)$$

3.1.2. Propagation phase

After the cohesive phase, the equilibrium of the structure cannot be restored without the onset and growth of a non-cohesive part on the faces of the newly created crack. Therefore, the new crack $\Gamma$ should be divided into two parts, the cohesive part $\Gamma_c$ and the non-cohesive part $\Gamma_0$, their tips are denoted by $l_c$ and $l_0$, respectively (Fig. 2b)

$$\Gamma = \Gamma_0 \cup \Gamma_c$$

$$\Gamma_0 = (-l_c, -l_0) \times \{0\} \cup [l_0, l_c) \times \{0\} \quad (3.5)$$

$$\Gamma_c = (-l_a, -l_c] \times \{0\} \cup [l_c, l_a] \times \{0\}$$

The laws governing the evolution of the tips $\pm l_c$ and $\pm l_a$ are given by

$$K_{III}(\pm l_a) = 0 \quad |w\lvert (\pm l_a) = \delta_c \quad (3.6)$$

4. Integral equation formulation

The transformation scheme used by Erdogan et al. (1973) is used in order to reduce the elastic problem to an integral equation. First, the boundary and transmission conditions of the problem at $y = 0$, $y = h$ and the interfaces ($y = h_1$ and $y = h_1 + h_2$) are presented below

$$y = 0 : \quad \tau^1_{yz}(x, 0) = \tau(x) \quad |x| \leq l_a \quad \text{and} \quad w_1(x, 0) = 0 \quad |x| > l_a$$

$$y = h_1 : \quad w_1(x, h_1) = w_2(x, h_1) \quad \tau^1_{yz}(x, h_1) = \tau^2_{yz}(x, h_1) \quad |x| < +\infty$$

$$y = h : \quad \tau^1_{yz}(x, h) = 0 \quad |x| < +\infty$$

$$y = h^* = h_1 + h_2 : \quad w_2(x, h^*) = w_3(x, h^*) \quad \tau^2_{yz}(x, h^*) = \tau^3_{yz}(x, h^*) \quad |x| < +\infty$$

where $w_i(x, y)$ and $\tau^i_{yz}$ are the $z$-component of the displacement and the stress component in $\Omega_i$, respectively. The loading $\tau(x)$ is given by

$$\tau(x) = \begin{cases} \tau_\infty & \text{for } |x| \leq \alpha \\ \tau_\infty - \delta_c & \text{for } \alpha < |x| \leq l_a \end{cases} \quad (4.2)$$

where $\alpha = l_0$ in the cohesive phase and $\alpha = l_c$ in the propagation phase.
Because of the problem symmetry \( w_i(x, y) = w_i(-x, y) \) \( i = 1, 2, 3 \), we apply the cosine Fourier transforms, and the following expressions are obtained

\[
\begin{align*}
    w_1(x, y) &= 2 \int_0^{+\infty} [C_1^k(\lambda)e^{\alpha_{1y}} + C_2^k(\lambda)e^{\alpha_{2y}}] \cos(\lambda x) \, d\lambda & \quad i = 1, 3 \\
    w_2(x, y) &= 2 \int_0^{+\infty} [C_1^2(\lambda)e^{\alpha_{1y}} + C_2^2(\lambda)e^{\alpha_{2y}}] \cos(\lambda x) \, dx 
\end{align*}
\] (4.3)

where \( C_j^k \) \( (k = 1, 2 \text{ and } j = 1, 3) \) are unknown functions of \( \lambda \) to be determined from boundary conditions (4.1). Coefficients \( n_{m} \) and \( r_{m} \) \( (m = 1, 2) \) are the roots of the characteristic polynomial associated with the Laplacian operator. They are given by

\[
\begin{align*}
    n_1 &= \lambda \\
    n_2 &= -\lambda \\
    r_1 &= -\frac{1}{2} - \frac{1}{2} \sqrt{\beta^2 + 4\lambda^2} \\
    r_2 &= -\frac{1}{2} + \frac{1}{2} \sqrt{\beta^2 + 4\lambda^2} 
\end{align*}
\] (4.4)

In order to derive the integral equation, the following density function \( \psi \) must be introduced

\[
\psi(x) = \frac{\partial}{\partial x}[w_1(x, 0^+) - w_1(x, 0^-)] = \frac{\partial}{\partial x}[2w_1(x, 0^+)] 
\] (4.5)

It is obvious that the second condition in (4.1) would be satisfied if we require

\[
\int_{-l_a}^{+l_a} \psi(t) \, dt = 0 \\
\psi(x) = 0 \quad \text{for} \quad |x| \geq l_a 
\] (4.6)

When substituting (4.3) into (4.5), accounting for (4.6) and inverting the Fourier integral, we obtain

\[
C_1^1(\lambda) + C_2^1(\lambda) = -\frac{1}{2\pi \lambda} \int_{0}^{+l_a} \psi(t) \sin(\lambda t) \, dt = F 
\] (4.7)

The first equations in (4.1)\textsubscript{2} and in (4.1)\textsubscript{4} result in, respectively

\[
\begin{align*}
    C_1^1(\lambda)e^{n_{1h_1}} + C_2^1(\lambda)e^{n_{2h_1}} &= C_1^2(\lambda)e^{r_{1h_1}} + C_2^2(\lambda)e^{r_{2h_1}} \\
    C_1^3(\lambda)e^{n_{1(h_1+h_2)}} + C_2^3(\lambda)e^{n_{2(h_1+h_2)}} &= C_1^2(\lambda)e^{r_{1(h_1+h_2)}} + C_2^2(\lambda)e^{r_{2(h_1+h_2)}} 
\end{align*}
\] (4.8)

The second equations in (4.1)\textsubscript{2}, (4.1)\textsubscript{3} and (4.1)\textsubscript{4} give, respectively

\[
\begin{align*}
    n_1C_1^1(\lambda)e^{n_{1h_1}} + n_2C_2^1(\lambda)e^{n_{2h_1}} &= r_1C_1^2(\lambda)e^{r_{1h_1}} + r_2C_2^2(\lambda)e^{r_{2h_1}} \\
    n_1C_1^3(\lambda)e^{n_{1h_1}} + n_2C_2^3(\lambda)e^{n_{2h_2}} &= 0 \\
    r_1C_1^3(\lambda)e^{r_{1(h_1+h_2)}} + r_2C_2^3(\lambda)e^{r_{2(h_1+h_2)}} &= n_1C_1^2(\lambda)e^{n_{1(h_1+h_2)}} + n_2C_2^2(\lambda)e^{n_{2(h_1+h_2)}} 
\end{align*}
\] (4.9)

Solving the system of algebraic equations (4.7)-(4.9), gives the two unknown functions \( C_1^1(\lambda) \) and \( C_2^1(\lambda) \)

\[
\begin{align*}
    C_1^1(\lambda) &= \frac{Fe^{-\lambda h_1}[e^{-\tilde{h}_2-\lambda h_3}\mathcal{A}_2 + e^{-\tilde{h}_2-\lambda h_3}\mathcal{A}_1 + \beta(e^{-\tilde{h}_2+\lambda h_3} - e^{-\tilde{h}_2+\lambda h_3})]}{Den} \\
    C_2^1(\lambda) &= \frac{Fe^{-\lambda h_1}[e^{-\tilde{h}_2+\lambda h_3}\mathcal{A}_1 + e^{-\tilde{h}_2+\lambda h_3}\mathcal{A}_2 + \beta(e^{-\tilde{h}_2-\lambda h_3} - e^{-\tilde{h}_2-\lambda h_3})]}{Den} 
\end{align*}
\] (4.10)
The singular integral equation in which the only unknown is the function under the integral. Thus, by using the relations

Because of the uniform convergence, the limit in the second integral, Eq. (4.16), has been put

and Eq. (4.14) is rewritten as

Performing an asymptotic analysis for

\[ N \]

and the denominator \( Den \) is given by

\[
Den = A_1 (\tilde{h}_2 + \lambda h_3 + \lambda h_1 + e^{-\tilde{h}_2 - \lambda h_3 - \lambda h_1}) + A_2 (e^{-\tilde{h}_2 - \lambda h_3 - \lambda h_1} + e^{-\tilde{h}_2 + \lambda h_3 + \lambda h_1})
\]

where

\[
\mu_1 \int_0^{+l_a} K(x,t) \psi(t) \, dt = -\pi \frac{\tau(x)}{\mu_1} \quad \text{for} \quad |x| \leq l_a \tag{4.13}
\]

where

\[
K(x,t) = \lim_{y \to 0^+} \int_0^{+\infty} N(y, \lambda) \sin(\lambda t) \cos(\lambda x) \, d\lambda
\]

and \( N(y, \lambda) \) is given by

\[
N(y, \lambda) = \left\{ e^{\lambda(y-h_1)} [\tilde{h}_2 - \lambda h_3] A_2 + e^{-\tilde{h}_2 - \lambda h_3} A_1 + \beta (e^{-\tilde{h}_2 - \lambda h_3} - e^{\tilde{h}_2 + \lambda h_3}) \right\} \frac{1}{Den} \tag{4.15}
\]

Performing an asymptotic analysis for \( N(y, \lambda) \) when \( \lambda \to \infty \) gives: \( N^\infty(y, \lambda) \equiv -e^{-\lambda y} K(x, t) \), and Eq. (4.14) is rewritten as

\[
K(x,t) = \lim_{y \to 0^+} \int_0^{+\infty} N^\infty(y, \lambda) \sin(\lambda t) \cos(\lambda x) \, d\lambda
\]

\[
+ \lim_{y \to 0^+} \int_0^{+\infty} [N(y, \lambda) - N^\infty(y, \lambda)] \sin(\lambda t) \cos(\lambda x) \, d\lambda
\]

\[
= \lim_{y \to 0^+} - \int_0^{+\infty} e^{-\lambda y} \sin(\lambda t) \cos(\lambda x) \, d\lambda + \int_0^{+\infty} [N(0, \lambda) + 1] \sin(\lambda t) \cos(\lambda x) \, d\lambda
\]

Because of the uniform convergence, the limit in the second integral, Eq. (4.16), has been put under the integral. Thus, by using the relations

\[
\lim_{y \to 0^+} \int_0^{+\infty} e^{-\lambda y} \sin(\lambda t) \cos(\lambda x) \, d\lambda = \frac{t}{(t-x)(t+x)}
\]

\[
k(x,t) = - \int_0^{+\infty} [N(0, \lambda) + 1] \sin(\lambda t) \cos(\lambda x) \, d\lambda
\]

The singular integral equation in which the only unknown is the function \( \psi \) is given by

\[
\frac{\mu_1}{\pi} \int_0^{l_a} \left( \frac{t}{(t-x)(t+x)} + k(x,t) \right) \psi(t) \, dt = \tau(x) \quad \text{for} \quad |x| < l_a \tag{4.18}
\]
Because of the parity of the integrand in (4.18), it can be expressed under the following form

\[
\frac{\mu_1}{2\pi} \int_{-l_a}^{l_a} \left( \frac{1}{t-x} + k(x,t) \right) \psi(t) \, dt = \tau(x) \quad |x| < l_a \tag{4.19}
\]

with the condition: \( \int_{-l_a}^{l_a} \psi(t) \, dt = 0 \).

In Eq. (4.19), the singular integral is defined in the Cauchy principal value sense.

### 4.1. Case without HAZ \((h_2 = 0)\)

In order to study the influence of width of the HAZ, we need to model the case without the HAZ (see Fig. 3). Following the same procedure as above, the corresponding singular integral equation is obtained

\[
\frac{\mu_1}{2\pi} \int_{-l_a}^{l_a} \left( \frac{1}{t-x} + k'(x,t) \right) \psi(t) \, dt = \tau(x) \quad |x| < l_a \tag{4.20}
\]

with the condition \( \int_{-l_a}^{l_a} \psi(t) \, dt = 0 \), where \( k'(x,t) \) is given by

\[
k'(x,t) = - \int_{0}^{+\infty} f(\lambda) \sin(\lambda t) \cos(\lambda x) \, d\lambda \tag{4.21}
\]

with

\[
f(\lambda) = 2 \frac{(\mu_1 - \mu_3)e^{\lambda(h_3-h_1)} + (\mu_1 + \mu_3)e^{-\lambda(h_3+h_1)}}{\left(\mu_1 - \mu_3\right)[e^{-\lambda(h_3-h_1)} + e^{\lambda(h_3-h_1)}] + (\mu_1 + \mu_3)[e^{\lambda(h_3+h_1)} + e^{-\lambda(h_3+h_1)}]}.
\]

![Fig. 3. The studied structure without HAZ](image)

### 4.2. Integral equation resolution

Let us first introduce the following normalized quantities

\[
r = \frac{x}{l_0} \quad s = \frac{t}{l_0} \quad \eta = \frac{l_c}{l_a} \quad \psi(t) = f(s) \quad k(x,t) = L(r,s) \tag{4.22}
\]

Then Eq. (4.19) takes the following form

\[
\frac{1}{\pi} \int_{-1}^{1} \left( \frac{1}{s-r} + l_a L(r,s) \right) f(s) \, ds = \frac{2}{\mu_1} \tau(r) \quad |r| < 1 \tag{4.23}
\]

with the condition \( \int_{-1}^{1} f(s) \, ds = 0 \).
In Eq. (4.23), the loading \( \tau(r) \) is given by

\[
\tau(r) = \begin{cases} 
-\tau_\infty & \text{for } |r| \leq \eta \\
-\tau_\infty + \tau_c & \text{for } \eta \leq |r| \leq 1
\end{cases}
\] (4.24)

Loading distribution (4.24) presents jump discontinuities at \( \pm \eta \). Thus, following the method proposed by Ioakimidis (1980), \( f(s) \) is replaced by a new function \( \Phi(s) \) such that

\[
f(s) = h(s) + \phi(s)
\] (4.25)

where \( h(s) \) is the solution to the following integral equation

\[
\frac{1}{\pi} \int_{-1}^{1} \frac{1}{s-r} h(s) \, ds = \frac{2}{\mu_1} \tau(r) \quad |r| \leq 1
\] (4.26)

with the condition \( \int_{-1}^{1} h(s) \, ds = 0 \).

The new unknown function \( \Phi(s) \) should satisfy the following equation

\[
\frac{1}{\pi} \int_{-1}^{1} \left( \frac{1}{s-r} + l_a L(r,s) \right) \phi(s) \, ds = g(r) \quad |r| \leq 1
\] (4.27)

with the condition \( \int_{-1}^{1} \phi(s) \, ds = 0 \), where

\[
g(r) = -\frac{1}{\pi} \int_{-1}^{1} l_a L(r,s) h(s) \, ds
\] (4.28)

It is obvious from equation (4.28) that, since \( L(r,s) \) have regular behavior, the same must hold true for \( g(r) \) too, and the numerical techniques for the resolution of singular integral equations can be directly applied to solve equations (4.27) and (4.28) without any modifications (Ioakimidis, 1980). The solution \( f(s) \) of Eq. (4.23) will be given by Eq. (4.25). The closed-form solution to equation (4.26) was determined by Gakhov (1966) as follows

\[
h(s) = -\frac{2}{\pi \mu_1} \frac{1}{\sqrt{1-s^2}} \int_{-1}^{1} \frac{\tau(r)}{r-s} \, dr
\] (4.29)

By performing integration in (4.29) in the closed form, we obtain

\[
h(s) = h_1(s) + h_2(s)
\] (4.30)

where

\[
h_1(s) = \frac{2s}{\pi \mu_1} \frac{1}{\sqrt{1-s^2}} (-\pi \tau_\infty + 2\tau_c \arccos \eta)
\]

\[
h_2(s) = \frac{2\tau_c}{\pi \mu_1} \ln \left| \frac{\eta \sqrt{1-s^2} - s \sqrt{1-\eta^2}}{\eta \sqrt{1-s^2} + s \sqrt{1-\eta^2}} \right|
\] (4.31)

Singular integral equation (4.27) has an index 1 because the unknown function \( \Phi(s) \) presents integrable singularities at the end points \( \pm 1 \) (Erdogan et al., 1973). The solution can be expressed as \( \Phi(s) = w(s) \psi(s) \), where \( w(s) = 1/\sqrt{1-s^2} \) is the weight function associated with the Tchebychev polynomials of the first kind \( T_n(s) = \cos(n \arccos s) \). \( \psi(s) \) is a continuous and bounded
function in the interval $[-1, 1]$ which may be expressed as a truncated series of Tchebychev polynomials of the first kind. It is clear from the problem symmetry that $\Phi(-s) = -\Phi(s)$. Then, the solution to (4.27) may be expressed as

$$\phi(s) = \frac{1}{\sqrt{1 - s^2}} \sum_{i=1}^{N} A_i T_{2i-1}(s)$$

(4.32)

When substituting (4.32) into (4.27) and making use of the following relation

$$\frac{1}{\pi} \int_{-1}^{+1} \frac{T_i(s)}{\sqrt{1 - s^2(s - r)}} \, ds = \begin{cases} U_{i-1}(r) & i > 0 \\ 0 & i = 0 \end{cases}$$

(4.33)

where $U_i(r) = \sin[(i+1) \arccos(r)]\sqrt{1 - s^2}$ designates the Tchebychev polynomials of the second kind. We find

$$\sum_{i=1}^{N} A_i [U_{2i-2}(r) + H_i(r)] = g(r)$$

(4.34)

where

$$H_i(r) = \frac{1}{\pi} \int_{-1}^{1} \frac{1}{\sqrt{1 - s^2}} l_a L(r, s) T_{2i-1}(s) \, ds$$

(4.35)

Equation (4.34) may be solved by selecting a set of $N$ collocation points, given by

$$r_j = \cos \left( \frac{(2j-1)\pi}{2(2N-1)} \right) \quad \text{for} \quad j = 1, \ldots, N$$

(4.36)

Using the collocation points given by equation (4.36) in equation (4.34) yields a system of $N$ equations with $N$ unknowns, namely $A_1, \ldots, A_N$ which may be expressed as

$$\sum_{i=1}^{N} A_i [U_{2i-2}(r_j) + H_i(r_j)] = g(r_j) \quad j = 1, \ldots, N$$

(4.37)

Mode III stress intensity factor is given by the following formula (Cherepanov, 1979)

$$K_{III}(\pm l_a) = \sqrt{l_a} \left( \frac{\mu_1}{2} \lim_{x \to \pm l_a} \sqrt{l_a^2 - x^2} \psi(x) \right) = \sqrt{l_a} \left( \frac{\mu_1}{2} \lim_{s \to \pm 1} \sqrt{1 - s^2} f(s) \right)$$

(4.38)

The following result is obtained

$$K_{III}(\pm l_a) = \sqrt{l_a} \left( \tau_\infty - \frac{2}{\pi} \tau_c \arccos \frac{l_c}{l_a} - \frac{\mu_1}{2} \sum_{i=1}^{N} A_i \right)$$

(4.39)

The relative crack sliding at a point $x$ in the interval $[-l_a, l_a]$ is defined by

$$\delta(x) = w(x, 0^+) - w(x, 0^-) = \int_{-l_a}^{x} \psi(t) \, dt$$

(4.40)
We obtain from (4.22), (4.25), (4.30) and (4.31)

\[
\delta(x) = \frac{2}{\pi \mu_1} \left[ \pi \tau_\infty \sqrt{l_c^2 - x^2} + \tau_c \left( x \ln \left| \frac{x \sqrt{l_c^2 - l_c^2 - l_c \sqrt{l_c^2 - x^2}}}{x \sqrt{l_c^2 - l_c^2 - l_c \sqrt{l_c^2 - x^2}} + l_c \sqrt{l_c^2 - x^2}} \right| + l_c \ln \left| \frac{(\sqrt{l_c^2 - x^2} + \sqrt{l_c^2 - l_c^2})^2}{x^2 - l_c^2} \right| \right) - 2 \sqrt{l_c^2 - x^2} \arccos \frac{l_c}{l_a} \right] - \sqrt{l_c^2 - x^2} \sum_{i=1}^{N} A_i \frac{U_{2i-2}(x/l_a)}{2i - 1} \tag{4.41}
\]

To obtain (4.41), the following relation was used

\[
\int_{-1}^{s} \frac{T_i(x)}{\sqrt{1 - x^2}} \, dx = -\frac{1}{l} U_{i-1}(s) \sqrt{1 - s^2} \tag{4.42}
\]

From equation (4.41), the crack sliding at \(x = \pm l_c\) is given by

\[
\delta(\pm l_c) = \frac{2l_a}{\pi \mu_1} \left[ \pi \sqrt{1 - \eta^2} \left( \tau_\infty - \frac{2\tau_c}{\pi} \arccos \frac{l_c}{l_a} \right) - 2\tau_c \eta \ln \eta \right] - l_a \sqrt{1 - \eta^2} \sum_{i=1}^{N} A_i \frac{U_{2i-2}(\pm \eta)}{2i - 1} \tag{4.43}
\]

5. Results and discussion

The problem can be described with a set of the following dimensionless parameters: \(\mu_1/\tau_c, \mu_3/\tau_c, h_1/l_0, h_2/l_0, h_3/l_0\) and \(\delta_c/l_0\). In this Section, we present parametric studies carried out by varying these parameters.

5.1. Influence of the mismatch ratio \(\mu_1/\mu_3\)

In this Section, the dimensionless parameters are set to the following values

\[
\begin{align*}
h_1/l_0 &= 3 & h_2/l_0 &= 4 & h_3/l_0 &= 7 & \delta_c/l_0 &= 0.001
\end{align*}
\]

For the other parameters, two cases are considered:

- Case 1: \(\mu_1/\tau_c = 100\) and \(\mu_3/\tau_c\) variable.
- Case 2: \(\mu_3/\tau_c = 100\) and \(\mu_1/\tau_c\) variable.

The evolution of \(\tau_\infty\) with the crack length \(l_c\) is given in Fig. 4 for the two cases and for three values of \(\mu_1/\mu_3\): 0.1, 1 and 10. For all the curves, the vertical part corresponds to the cohesive phase when \(l_c = l_0\), and the decreasing part corresponds to the propagation phase. The maximum load for each curve is the fracture load \(\tau_r\). We notice from Fig. 4a that in the first case, the crack propagation has a relatively negligible sensitivity to the mismatch ratio. While, for the second case (see Fig. 4b), we notice a strong sensitivity to the mismatch ratio. This means that, for the crack propagation, the rigidity of the weld joint is much more important than that of the base metal. To emphasize this phenomenon, the variation of the fracture load with the mismatch ratio for the two cases is presented in Fig. 5. It is observed that the fracture load is very sensitive to the rigidity of the weld joint, whereas it is practically insensitive to the one of the base metal.
5.2. Influence of the HAZ width

In the precedent paragraphs, width of the HAZ has been arbitrarily set to the value $h_2/l_0 = 4$. In order to quantify the influence of this width on the results, the fracture load was computed for different values of $h_2/l_0$ ($h/l_0$ and $h_1/l_0$ fixed) (see Fig. 1a). The dimensionless parameters were set to the following values

$$\frac{h_1}{l_0} = 3, \quad \frac{h}{l_0} = 14, \quad \frac{\delta_c}{l_0} = 0.001, \quad \frac{\mu_1}{\mu_3} = \frac{1}{2}$$

It is seen in Fig. 6 that for a given weld metal width, the fracture load is a decreasing function of width of the HAZ. It is also noticed that the influence of this parameter is negligible.

Indeed, for the case $h_2 = 0$ (without HAZ), the value of the relative fracture load $\tau_r/\tau_c$ is 0.251. While it is 0.249 for $h_2/(h_2 + h_3) = 1$ (without BM), making a relative difference of 0.8%.

In order to see if this influence is also negligible for the crack propagation, the evolution of the applied load with the crack length is represented in Fig. 7 for two extreme values of width of the HAZ. It is seen that the two curves are close to each other, which confirms the weak influence of this parameter observed for the fracture load.
6. Conclusions

The most important results of this work are the following:

- The problem of a Dugdale-Barenblatt crack in a welded strip under anti-plane shear loading was reduced to a singular integral equation solved semi-analytically.
- The crack propagation was modeled and the fracture load was calculated for different values of the problem parameters.
- It was found that the influence of the mismatch ratio $\mu_1/\mu_3$ was very important when the parameter $\mu_3/\tau_c$ (relative rigidity of the base metal) was fixed. While it was negligible when $\mu_1/\tau_c$ (relative rigidity of the weld metal) was fixed.
- The influence of the heat affected zone width is negligible. Consequently, the HAZ can be completely omitted from the modelization without significant consequences.
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